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Sensors Big Data will be everywhere and massive

Airline
Airframe Integrity €

Department of Transportation

A Retailer
Passenger Comfort €
Jdome Automation & Security
Security Service
Jsunami Warning System

Personal Sensor Subnet ¢
eal Time Traffic Conditions
Large Structure Integrity ¢
L Merchandise Tracking

Auto Maker &
0Oil Exploration & Production

: L
Weather Service » Climate Monitoring

Wildlife Research &
Oil and Gas U

» Wildlife Tracking

ireless Carrier

et pacard How tomakesenseof that tsunami?
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Connected Devices Are Changing Our World

An unlimited potentiality of new business, of hlgh value services to end users
Magnitude of the data i, 2 ‘ ;
Velocity of data
Unable to secure
Real-time insight needed
Need intelligent actions
but:

Insufficient resources
End of cheap hardware
Exponential complexity
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“A big challenge for our infrastructures
Hewlett Packard Current technologies will not respond to the challenges
e Need a systematic holistic rethinking



Deep Learning and Edge Computing Is our future

Edge Node : INference
Gets trained model

Uses the model in real-time
Collects data

Sends some data to center

Center : fraining
Collects all data
Continuously trains models
Sends model to edge nodes

Large scale simulations

“Shifting left” proven enterprise class and data center capability to the loT Edge

Data flow

“Things”

generate data, and need control
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Operations technology

Data acquired
and aggregated

Data is sensed,
Things controlled

inference

Control flow

Data center

I and cloud

Early analytics Deep analytics
and compute and compute
Stage 3 Stage 4
training

The Edge
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3 disruptive technologies to the rescue

DEEE o R
ohe
I I
ElEEE T R e

Special purpose So(Cs Massive memory pool
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Disruption #13oragedassMemories

NVM and high speed memories are critical for extreme computing

Source Line

Slit

Reaching the physical limits of charge storage
Non-Volatile memories i forms of memristor (Type 4)

A

3D Flash
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PCRAM

RRAM

High resistance

STTRAM

state

Free Layer

Fixed layer

Low resistance
state

P

Technology Density Bandwidth Latency Latency Energy Energy
(um?/bit) (GB/s) Read (ns) Write (ns) | Read (pJ/b) | Write (pJ/b)
Hard Disk N/A 0.5 3,000,000 3,000,000 2500 2500
Flash SSD [3] [6] 0.0021 1.0 25.000 200,000 250 250
DRAM [6] [30] 0.0038 512 55 55 24 24
PCRAM (22nm) [30] 0.0058 variable 43 150 2 192
Memristor (22nm) [8] 0.0048 variable 100 100 1-3 1-3

fect investment with certified

rofect your i *
ond worrented HP Quotfied Memory

DRAM



Memory/Storage Convergentd he Media Revolution

|
£ Memory Operations (Byte Addressable) | Block Operations (Rich Data Services)
100 ikl |
o N

LLL

/ Volatile

OoPM

With memory/storage Byte-addressable (oD atiageierary)

Memory
convergence, memory
semantic operations
. Internal Block
become predominant Storage
(volatile & nonvolatile)

SCM
(Storage
Class Memory)

Current Time Time
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Disruption #2 : Photonlcs

FLOPS will cost less 10718 ops
power than on-chip *
data movement 1Byte/ops
= 10000 10" 19Dbits
'S *
~ 1000 . .
g 1p] _/ bit
= 100 N
A=A ——now 10MWatt
3 -=-2018 )
r Need 1000X U ultra low energy
Improvment U low uniform latency
1 — U high bandwidth
] & & U low cost
Hewlett Packar ° &éb ﬂ'o‘;,

Enterprise ; Y 9
Katharine Schmidtke, Finisar



Extreme scale computing cannot be that architec

oo DR oo
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/
PCle

PCle
FACT
Load/Store memory ~ “ FACT
semantics are the Every domain
simplest, most efficient - transition requires
way for a CPU to talk [ translation overhead
to memory. which adds latency

In a data centric world how to feed our accelerators?
Hewi We need a new architecture to deliver TB/s
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Whattechnologys optimal formy code?

X86 ManyCore GPU FPGA ASIC
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Ility, Easiness of Programming
Performance, Energy and TCO >

A X86+ManyCore A GPU A FPGA A ASIC
A best for 99.9% lines oA Betterperf for few codes A Very high performance on A Only for ultra large
code but 1% of cyclesA Harder to code specific codes market
A Largeecosystem A Hard todebug A Veryflexible A Onlyfor ultra stable code
A Easyto debug A Hard to tune A Veryenergyefficient A Veryexpensiveneedhigh
A Needto support 2 versions A Hard to code andlebug volume ‘like Bitcoin
A Verylong compile cycle —
Hewiett Packard Hewlett Packard

Enterprise Enterp rise



New packaging technologies generate a wide range of cheap SO

Co-Packaged or Die Stacked? Monolithic

Package topside Integration
connectlo% External
ORGANIC PACKAGE Module

Figure courtesy

i External Module i board level connection i Short time to design Drew Andrino, Intel
A Current state of art T no bandwidth density i Easier to debug : chiplet
advantage

I Much cheaper even for short series
I Can buy and integrate external IP
I TCI can be a major disruption

I Top-side Package Electrical connector
I Co-packaged

I Die stacked

I Monolithic Integration with Router/CPU
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homogeneity

AGood enough for most workloads
ASimple to manage

AGood utilisation

ALong term stability
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VS heterogeneit

A10+X better efficiency for few workloads
ASignificantly cheaper when applicable
AMuch better perf/Watt

AHard to code and tune

AHard to manage

AAt extreme scale : NO CHOICE we need
to find the best options
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The Solution: (;en-~/7/

Memory,Semantic Fabric(language of compute) <)

ﬁ High Performance
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Devices
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SCM

Dedicated or Shared Memory
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Open: Consortium with Broad Industry Support

— 3 OAK RIDGE .
&=N_/  Consortium Members Sty (PLOA
g) ALPHA DATA / _ QuALcOMW
A Alpha Data A Jess Link A Seagate @ rednat
AMDI1 A AMD A Keysight A Senko Advanced Compg  visune |
Amphenol A Amphenol A Lenovo A SimulaResearch Lab
ARM A ARM A Lotes A SK hynix @SEAGATE
A Avery Design Systems A LuxshardCT A Smart Modular SENKO !
avery A Broadcom A Mellanox A Spin Transfer Tech | ESENKC simula
o A Cadence A Mentor Graphics A TE "
osroapcom | A Cavium A Micron A Toshiba Memory Corp = gupr SK hynix
_ A Cray A Microsemi A Univ. New Hampshire = %555
cadence A DellEMC A Mobivell A VMware s s
Z caium A Everspin A Molex A Western Digital
A FIT A NetApp A Xilinx TOSHIBA
SRAST A Hirose A Nokia A Yadro — @
DEALEMC é HPE é Nur&wasgale Lot () rewampnie
Huawel Oak Ridge Natl Labs
Seversen | A IBM A PLDA Group vmware
A IDT A Qualcomm *Board member Dl
— A IntelliProp A Red Hat .
Hewlet Packard A Jabil A Samsung & XILINX. va
S == 1, s LOTES A\ micron  molex gug NOWA
— & OIT e WO« e B < Microsemi o \Umiscae
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Semantiof access load/store Gen-Z protocol

App Now | can access everything in nanoseconds!

. . (ON)

Management server @

2) 3 (@)

ARM x86 DSP

TZ
SIEE 1 Firewall SIEWEN Firewall

Name space
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High Performance: Bandwidth

Leading Edge Bandwidth Full Duplex, Aggregate Bandwidth
(in GB/s)

A Powers Memory/Storage Convergence

A Platform for Data Access and Messaging
200 256

25 GT/s 32 GT/s 56 GT/s 112 GT/s 25 GT/s 32 GT/s 56 GT/s 112 GT/s
x32 Lanes x32Lanes x32Lanes x32Lanes x64Lanes x64 Lanes x64 Lanes x64 Lanes
l \\§ VAN J

Y -

B
B | - A Processors with Integrated Gen-Z
F &

- g::;v‘;;'; el ) A Highest bandwidth, low latency memory access
A Can support 64 or more Gen-Z lanes per SoC

Network Legacy
Gateway Networks
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High Performance: Low Latency

5 Data Copies / 25’00_0 [1 - 3 instructions!
MeSSQQGQADWtQ&Emn L Instructions
9 = | Appication
Libfabric —
GenZ Bridge stHl00 ns — |
File System 0 Data Copies!
0 Data Copies! = <
S /O Buffers [§
GenZ Switch:36G0 ns
Drivers
GenZ Bridge stti00 ns |
. . Controller
Libfabric
MessageApplication Cadies Subsf;fstem a=msts=gl Media Controller
; : - SCM Media
A Ultra-low-latency messaging (St#50 ns oneway latency) Hmaﬁ%DL
A Load/Store byteaddressable access to DRAM or SCM ~
A Sub100 ns loado-use latency (DRAM media) Traditional Storage GenZ w/Perdistant

A Reduced CPU utilizationMore workloads per core per CP Software Stack  Memory SofwanesSiakck



Low Latency Messaging: Atomic Operations

A Designed from the ground up to support atomic operations

A 18 atomics with extensible, powerful options, compatible with x86, ARM, and Power ISAs

A Atomics are not just for compute, but also fabric -attached memory
A Enables multiple compute synchronization models

Computie tio Coarppuias kdratem dMedapry

Atomics Qpenaitons
CRLAA Switch CRLBeB

Loc4ll
Mem

Home
gent

- Atomic Smpﬁ@eqmgéﬂ%@p@esa Packet
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A Add

A Sum

A swap

ACAS

A CAS\Not Equal
LogicalcOR

A LogicalXOR

A Logical/AND

A Lead ivtax

A Loead in

A TestZero:& Madify
A Increment Bounded
A Increment Equal

A DecrementiBounded
A ComparesSiore Twin
A Atomic VectorsSum
A Atomic VectoriLagical
A Atomic Retch



Flexible: Universal System Interconnect

AAny device connected into any topology DA ﬂ
ANo dedicated memory, 1/O, or storage links :

T RERAIN

AEnables fluid deployments

AEnabl es const fsucteiddn i off r

SS== (Gate
way
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