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MegaTrends and Vision



Sensors Big Data will be everywhere and massive

How to makesenseof that tsunami?



Connected Devices Are Changing Our World

Cars

Street Lights

Indoor Lights

FedEx Delivery

Wrist Watch

How to collect and process 
10^x more data at iso-cost 

and iso-energy?

Magnitude of the data

Velocity of data

Unable to secure

Real-time insight needed

Need intelligent actions

but:

Insufficient resources

End of cheap hardware

Exponential complexity

A big challenge for our infrastructures 
Current technologies will not respond to the challenges
Need a systematic holistic rethinking

An unlimited potentiality of new business, of high value services to end users



Deep Learning and Edge Computing is our future

Center : training
Collects all data

Continuously trains models

Sends model to edge nodes

Large scale simulations

Edge Node : inference
Gets trained model

Uses the model in real-time

Collects data

Sends some data to center



Technologies for Extreme Scale Computing
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DRAM

Reaching the physical limits of charge storage
Non-Volatile memories ïforms of memristor (Type 4)

3D Flash PCRAM STTRAMRRAM HMC

Disruption #1: Storage Class Memories

3D Flash

NVM and high speed memories are critical for extreme computing 



Memory/Storage Convergence ±The Media Revolution 

With memory/storage 
convergence, memory 
semantic operations 
become predominant 

(volatile & non-volatile)

TimeCurrent Time



Disruption #2 : Photonics

Need 1000X
improvment

FLOPS will cost less
power than on-chip

data movement

10^18 ops
*

1Byte/ops
=

10^19bits
*

1pj / bit
=

10MWatt

Katharine Schmidtke, Finisar

üultra low energy
ülow uniform latency
ühigh bandwidth
ülow cost



Extreme scale computing cannot be that architecture

FACT
Every domain 
transition requires 
translation overhead 
which adds latency

Storage NIC

CPU

DDR4

CPU

DDR4

NVMeNVMe

PCIe

DDR

IPL

FACT
Load/Store memory 
semantics are the 
simplest, most efficient 
way for a CPU to talk 
to memory.

PCIe

In a data centric world how to feed our accelerators?

We need a new architecture to deliver TB/s  



Whattechnologyisoptimal for mycode?

X86 ManyCore GPU FPGA ASIC

Flexibility, Easiness of Programming 

Performance, Energy and TCO Efficiency

Å X86+ManyCore
Å best for 99.9% lines of 

code but 1% of cycles
Å Large ecosystem
Å Easyto debug

Å ASIC
Å Only for ultra large 

market
Å Onlyfor ultra stable code
Å Veryexpensiveneedhigh 

volume : like Bitcoin

Å FPGA
Å Very high performance on 

specific codes
Å Veryflexible
Å Veryenergyefficient
Å Hard to code and debug
Å Verylong compile cycle

Å GPU 
Å Betterperf for few codes
Å Harder to code
Å Hard to debug
Å Hard to tune
Å Needto support 2 versions



ïExternal Module ïboard level connection
ÅCurrent state of art ïno bandwidth density 

advantage

ïTop-side Package Electrical connector

ïCo-packaged

ïDie stacked

ïMonolithic Integration with Router/CPU

Co-Packaged or
Package topside

connection? External 
Module

Monolithic
Integration ?

ROUTER

ORGANIC PACKAGE

SOCKET

FR4 MOTHERBOARD

FIBERS

Die Stacked?

Figure courtesy 
Drew Andrino, Intel

New packaging technologies generate a wide range of cheap SOC 

ïShort time to design

ïEasier to debug : chiplet

ïMuch cheaper even for short series

ïCan buy and integrate external IP

ïTCI can be a major disruption



homogeneity                 vs                    heterogeneity

ÅGood enough for most workloads

ÅSimple to manage

ÅGood utilisation

ÅLong term stability

Å10+X better efficiency for few workloads

ÅSignificantly cheaper when applicable

ÅMuch better perf/Watt

ÅHard to code and tune

ÅHard to manage

ÅAt extreme scale : NO CHOICE we need

to find the best options



Gen-Z



The Solution: 

Memory Semantic Fabric (language of compute)

Gen-Z!



Consortium Members

Å Alpha Data
Å AMD
Å Amphenol
Å ARM
Å Avery Design Systems
Å Broadcom
Å Cadence
Å Cavium
Å Cray
Å Dell EMC
Å Everspin
Å FIT
Å Hirose
Å HPE
Å Huawei
Å IBM
Å IDT
Å IntelliProp
Å Jabil

Å Jess Link
Å Keysight
Å Lenovo
Å Lotes
Å Luxshare-ICT
Å Mellanox
Å Mentor Graphics
Å Micron
Å Microsemi
Å Mobiveil
Å Molex
Å NetApp
Å Nokia
Å Numascale
Å Oak Ridge Natl Labs
Å PLDA Group
Å Qualcomm
Å Red Hat
Å Samsung

Å Seagate
Å Senko Advanced Comp
Å SimulaResearch Lab
Å SK hynix
Å Smart Modular
Å Spin Transfer Tech
Å TE
Å Toshiba Memory Corp
Å Univ. New Hampshire
Å VMware
Å Western Digital
Å Xilinx
Å Yadro

*Board member



App

OS

ARM DSPx86GPU

Bridge Bridge Bridge

SOC

Bridge Bridge

Name space

1 2 3 4

Fabric

Firewall Firewall Firewall

1 2 3 4

1 2 3 4Management server

Librarian

1 2 3 4

Payroll

TZ

Firewall

Now I can access everything in nanoseconds!

Semanticof access: load/store Gen-Z protocol



25 GT/s  

x32 Lanes
32 GT/s  

x32 Lanes
56 GT/s

x32 Lanes
112 GT/s 

x32 Lanes
25 GT/s

x64 Lanes
32 GT/s

x64 Lanes
56 GT/s

x64 Lanes
112 GT/s

x64 Lanes

200 256 448
896

400 512
896

1792

Full Duplex, Aggregate Bandwidth
(in GB/s)

Leading Edge Bandwidth  

ÅPowers Memory/Storage Convergence

ÅPlatform for Data Access and Messaging 

ÅProcessors with Gen -Z Bridge 

ÁUtilizes high bandwidth inter -processor links
ÁExternal Gen-Z Bridge with ~32 lanes   

ÅProcessors with Integrated Gen-Z 

ÁHighest bandwidth, low latency memory access

ÁCan support 64 or more Gen-Z lanes per SoC



Traditional Storage
Software Stack

Gen-Z w/Persistent
Memory Software Stack

Application

Operating
System

File System

I/O Buffers

Drivers

Storage
Subsystem

Controller

Cache

HDD/SDD
Media

Media Controller

SCM Media

25,000 
instructions

0 Data Copies!

1 - 3 instructions!
Message Application

Libfabric

Gen-Z Switch 30-50 ns

Gen-Z Bridge sub-100 ns

Message Application

Libfabric

Gen-Z Bridge sub-100 ns

0 Data Copies!

ÁUltra-low-latency messaging (Sub-250 ns one-way latency)
ÁLoad/Store byte-addressable access to DRAM or SCM
Á Sub-100 ns load-to-use latency (DRAM media)

ÁReduced CPU utilization = More workloads per core per CPU

5 Data Copies



ÅDesigned from the ground up to support atomic operations
Á18 atomics with extensible, powerful options, compatible with x86, ARM, and Power ISAs 

ÅAtomics are not just for compute, but also fabric -attached memory 
ÁEnables multiple compute synchronization models  

ÅAdd
ÅSum
ÅSwap
ÅCAS
ÅCAS Not Equal
ÅLogical OR
ÅLogical XOR
ÅLogical AND
ÅLoad Max
ÅLoad Min
ÅTest Zero & Modify
ÅIncrement Bounded
ÅIncrement Equal
ÅDecrement Bounded
ÅCompare Store Twin
ÅAtomic Vector Sum
ÅAtomic Vector Logical
ÅAtomic FetchF
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CPU A Switch CPU B

Local
Mem

Compute to Compute Shared Memory
Atomics Operations

Compute to Shared Fabric Attached Memory 
Atomics Operations

Atomic Swap Request/Response Packet
όǎŜǘǎ ƻǊ ǊŜǘǳǊƴǎ ŀ ǾŀƭǳŜ ƻŦ άwŜŘέύ



ÅAny device connected into any topology

ÅNo dedicated memory, I/O, or storage links

ÅEnables fluid deployments 

ÅEnables construction of ñright-sizedò infrastructure


