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Large Scale Visualization is Widespread

Academics and Researchers

Model used with permission from Wendell 
Horton (University of Texas / TACC). For more 

information on this simulation, please read this 

paper .

Designers and Architects

Thanks to EasternGraphics

Biologists / Life 
Scientists

Model courtesy Carsten 
Kutzner, MPI BPC, Goettingen.

Engineers

Model obtained from and 
used with permission of the 
Boeing Company (special 
thanks to Dave Kasik)

Film and Animation

ĒĮģĤī ĮıĨĦĨĭĠīīĸ ĢıĤĠĳĤģ ĴĲĨĭĦ ĉĆğ=ĉœĲ 
DAZ Studio.

Used by everyone who desires realistic, insightful and interactive visual 
representations of their computer generated models and data 

https://www.tacc.utexas.edu/-/a-deep-dive-into-plasma
http://www.easterngraphics.com/en.html
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Intel® Processors Provide the Parallelism Needed

Multiple CPU
Cores

Caches for memory 
performance

SIMD units to compute on multiple data 
elements in a single instruction Visualization is inherently parallel

- Broad task and data parallelism
- Pixels rendered independently
- Linearity lends to vectorization

Intel CPUs are massively parallel 
processors with
- Multiple processor cores
- Multiple threads per core
- Wide SIMD execution units
- Highly out -of-order cores

General Purpose Hardware

Rendering is a parallel COMPUTE problem!
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The Challenge with Traditional Visualization

HPC cluster performs 
modeling and simulations

Dedicated Visualization
HW (GPUs) and SW

Client devices view 
the final images

For both ray tracing and rasterization

ćĮĳĳīĤĭĤĢĪĲ, 
ĎáĔ# ĘĢħĤģĴīĨĭĦ# ĒĤĬĮıĸ ĘĨĹĤ# ĕĮĶĤı#,

Requires dedicated hardware and specialized software 
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SDVis can handle massive data sets, and use the most advanced imaging 
techniques for greater insight from compute and modeling

Ray tracing a 12-billion (450 GB) particle cosmology dataset at 4K resolution with ambient occlusion, using a zero -overhead balaĭĢĤģ ŕį-k-ģ ĳıĤĤŖ! ĕĤıĥĮıĬĠĭĢĤ ĨĲ ĨĭĳĤıĠĢĳĨĵĤ ßA ĥįĲ Ġĳ > 
megapixels) on a quad-socket Haswell-EX workstation, with no use of level -of-detail or simplification 

(complements of Ingo Wald, Aaron Knoll, Gregory P. Johnson, Will Usher, Valerio Pascucci and Michael E. Papka. 
ŕĈĕĚ ėĠĸ ęıĠĢĨĭĦ đĠıĦĤ ĕĠıĳĨĢīĤ ĉĠĳĠ ĶĨĳħ ĕ-k-ģ ęıĤĤĲ!Ŗ 
IEEE Visualization (SciVis) 2015 (conditionally accepted for publication).
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The Challenge with Traditional Visualization

HPC cluster performs 
modeling and simulations

Dedicated Visualization
HW (GPUs) and SW

Client devices view 
the final images

HW Visualization

Requires dedicated hardware and specialized software 

For both ray tracing and rasterization
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The Software Defined Visualization Advantage

ěĨĲĴĠīĨĹĠĳĨĮĭ įĤıĥĮıĬĤģ ŕĨĭ ĬĤĬĮıĸŖ 
on HPC Cluster in Software

Client devices view 
the final images

High Fidelity 
- Work with larger data sets Ýnot 

constrained by GPU memory
- Continuously improving state -of-the-art 

algorithms

Excellent Performance
- Less data movement, I/O
- Invest power, space, budget in greater 

compute capability
- Dynamically allocate resources
- ĊĭĠġīĤĲ ĤĥĥĨĢĨĤĭĳ ŒĨĭ ĲĨĳĴœ ĴĲĤ ĢĠĲĤĲ

Resource Efficient
- No dedicated visualization cluster
- Save power, operations costs
- Simplified cluster Management

Cluster enabled with
Software Defined Visualization

General Purpose Hardware and Open Software
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SDVis Runs at All Scales 

Clients & Workstations

Clusters

Supercomputers

Software Visualization
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SDVis offers Flexibility

ÁLarger model size

ÁLarger display size

ÁScalability in image quality

ÁScalability in render cost

Data set provided by Florida International University
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Software Defined Visualization: 
Our Approach

Option 1: Support existing APIs (OpenGL*)
Å Good option for new applications
Å Works with existing applications
Å No code changes or recompilation required
Å Č OpenSWR software rasterizer

Option 2: Enable new functionality and improved 
performance through a new API
Å Good option for new applications
Å Integration underway for existing Key applications 
ßĕĠıĠěĨĤĶÛ# ěĨĲĎĳ# ěĒĉ# ,!à

Å Č OSPRayray tracing based rendering engine 
Å [built on Embree kernel library ]

1 Intel® Xeon® processor, 2 ĎĭĳĤīŃ ĝĤĮĭ ĕħĨĻ įıĮĢĤĲĲĮı# 
3 Intel Xeon Phi processor and Intel  Xeon Phi coprocessor

OpenGL* Renderer

OpenGL(MESA3D)

Application

OSPRay Renderer

OSPRay+Embree

Intel Xeon 1 + Xeon Phi2 Intel Xeon 1 + Xeon Phi 3

OpenSWR

Our SDVis solutions support BOTH options!
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OpenSWR Software Rasterizer 
(www.openswr.org) 

Å High performance open source 
software implementation of OpenGL *

- Fully multi -threaded and vectorized 
for Intel® processors

- Leverages community development 
effort (MESA)

Å Drop in replacement for OpenGL 
library

Å Implementing an increasing subset of 
OpenGL as required by vis applications

http://www.openswr.org/

