SOFTWARE DEFINED VISUALIZATION:
FAST, FLEXIBLE SOLUTIONS FOR RENDERING BIG DATA

s Gunther, Senior Graphics Software Engine
Intel Data Center Group, HPC Visualization
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oftal University: Simulated fluid flow through a porous medium



Large Scale Visualization is Widespread

Academics and Researchers  Designers and Architects Biologists / Life Engineers Film and Animation
- Scientists _ - e
Model used with permission from Wendell Thanks to EastemGraphics. l’j/lsoe%e\lxv?tatasgregigsoigiﬁhe El gHT | DIA|Z gtuldilo.G 1Tk GiI HGiH
Horton (University of Texas / TACC). For more Model courtesy Carsten Boeing Company (special
information on this simulation, please read  this Kutzner, MPI BPC, Goettingen. thanks to Dave Kasik)
paper.

Used by everyone who desires realistic, insightful and interactive visual
representations of their computer generated models and data
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https://www.tacc.utexas.edu/-/a-deep-dive-into-plasma
http://www.easterngraphics.com/en.html

Intel® Processors Provide the Parallelism Needed

General Purpose Hardware

(inteD) |
XEON PHI'|
inside”
SIMD units to compute on multiple data Multiple CPU — 4 — :
asingle instruction Cores Visualization is inherently parallel

Broad task and data parallelism
Pixels rendered independently
Linearity lends to vectorization

Intel CPUs are massively parallel
processors with
- Multiple processor cores
. - Multiple threads per core
aches for memory . . .
performance - Wide SIMD execution units

Rendering is a parallel COMPUTE problem! - Highly out-of-order cores
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The Challenge with Traditional Visualization

Requires d il specialized software
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HPC cluster performs Dedicated Visualization Client devices view
modeling and simulations HW (GPUs) and SW the final images

For both ray tracing and rasterization
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DATASET Size Matters

SDVis can handle massive data sets, and use the most advanced imaging
techniques for greater insight from‘compute and modeling

Ray tracing a 12-billion (450 GB) particle cosmology dataset at 4K resolution with ambient occlusion, using a zero' -overhead balal_ G H ¢-k-@ j.ij 1 HAR!. - & H1 h ] |

megapixels) on a guad-socket Haswell-EX workstation, with no use of level -of-detail or simplification
(complements of Ingo Wald, Aaron Knoll, Gregory P. Johnson, Will Usher, Valerio Pascucci and Michael E. P
fCéE eGk el GGITH dGI-BHH €GHHIGRH ¢ GijG KIlih &

IEEE Visualization (SciVis) 2015 (conditionally accepted for publication).
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The Challenge with Traditional Visualization

Requires dedicated hardware and specialized software

HW Visualization
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HPC cluster performs Dedicated Visualization Client devices view
modeling and simulations HW (GPUs) and SW the final images

For both ray tracing and rasterization
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The Software Defined Visualization Advantage

General Purpose Hardware and Open Software

Cluster enabled with ngh Fidelity

Software Defined Visualization Work with larger data sets Y not
constrained by GPU memory

- Continuously improving state -of-the-art
algorithms

Excellent Performance

- Less data movement, 1/0

- Invest power, space, budget in greater
compute capability

- Dynamically allocate resources

- CV GgTi HI AARAT GT AT §j @&

Resource Efficient
R P v - S LY O A P v - 7NQ dedicated visualization cluster
VJ G 1 LG 'J_ L] I A1 b glient dé@ces view I H IS ve'po@e operations costs
on HPC Cluster in Software the final images - Simplified cluster Management
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SDVis Runs at All Scales

Software Visualization

Supercomputers Clients & Workstations
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SDVis offers Flexiblility

A Larger model size
A Larger display size
A Scalability in image quality

A Scalability in render cost
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Software Defined Visualization:
Our Approach

Option 1: Support existing APIs (OpenGL")
A Good option for new applications
A Works with existing applications Application

A No code changes or recompilation required OpenGL* Renderer
OSPRay Renderer

A C OpenSWR software rasterizer OpenGL(MESAZD)
OSPRay+Embree

Option 2: Enable new functionality and improved

performance through a new API Intel Xeon!+ Xeon Phi?|| Intel Xeon! + Xeon Phi?3
A Good option for new applications
A Integration underway for existing Key applications o
B& G GeT AKU# &T UDIj# EECH# 510k Konphiprocessorand el xeon ohi coprocessor
A C OSPRayray tracing based rendering engine
A [built on Embree kernel library ]

Our SDVis solutions support BOTH options!
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OPENSWR
SOFTWARE RASTERIZER



OpenSWR Software Rasterlzer Wlparaview

(WWw.openswr.orq)

A High performance open source
software implementation of OpenGL *

- Fully multi -threaded and vectorized
for Intel® processors

- Leverages community development
effort (MESA)

A Drop in replacement for OpenGL
library

EnSight

Extreme Visualization Software

A Implementing an increasing subset of
OpenGL as required by vis applications
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