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Natixis CIB is a subsidiary of Groupe BPCE, France's 
second-largest banking group, and acts as the group's 
investment, corporate, insurance and financial services 
bank. Natixis provides services in three main areas: retail 
banking, asset & wealth management and insurance.

European leader in the development of quantum and 
quantum-inspired software
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Pricing of Financial pay-off
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► Overview of pricing methods
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With the no-arbitrage principal the model may consume a lot of CPU ( greater than 1s)
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Risk measures
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► Different type of risk measures

Sensitivities
Are the responsiveness to changes in external factors, such as interest rates, market 
conditions, or other relevant variables. It measures the degree to which the product's 
value or performance is influenced by changes in these factors

Value at risk (VaR)
is a statistical measure used to quantify the level of financial risk within a firm or a 
portfolio over a specific time frame. It represents the maximum potential loss. 

Counterparty Credit Risk
Is the risk that a counterparty in a financial transaction will default on its obligations. 
This risk arises in various financial transactions, such as derivatives, loans, and other 
forms of credit exposure. Financial institutions and market participants assess and 
manage counterparty credit risk to minimize potential losses and ensure the stability 
of their operations.

Stress test
Is a simulation or analysis conducted to evaluate the potential impact of adverse 
events or market shocks on a financial institution, investment portfolio,

The pricing model are used for theses principals risk measures  

Theses measures call for an 
instruments several times the 
pricer.
• Example: 1000 calls of a pricer with 

30s response time need almost ~8H 
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Risk measures
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► GPR in a nutshell

Choose an optimal sampling of the
price function
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Full pricing Alternative pricing

Calibrate a Gaussian regression
process on the sample

sampling

Multiple call of the pricing function 
of the pay-off (CPU consuming)

Construction of a cube with a sample 
of price 

Multiple call of the interpolated price 
function based on a GPR ( <<0,5s)

Construction of a cube with 
a sample of price 

🡪 🡪 Transformation             🡪 🡪

smoothing

Idea: Replace the price function by another function 
calibrated minimising some error. The procedure consists 
in two phases:

Offline phase: Parameters calibration using some input 
data.
Online phase: Regression evaluation in input data possibly 
different from the ones used in the calibration. 

This approach has a high dimensionality on classical computer but seem a way to improve the risk measure 
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Related Work

GPR algorithm has time complexity O(N3) 
where N is size of the training sample
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Modified project timeline
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Multifaceted Applications of GPR in Industries
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Bottlenecks for implementing 
Gaussian Processes

Training a GPR and/or making inferences with the trained 
model requires inverting the covariance matrix. The overall 
computation complexity is O(N3 ), where N is the number of 
datapoints/observations, and the memory consumption is 
quadratic. 

➔Computational complexity and memory usage are clear 
bottlenecks for implementing Gaussian Processes (GP) 
with big datasets. Sparse GP can be used to tackle 
regression tasks with big datasets, but it often requires 
doing some approximation to the kernel function. 

https://arxiv.org/pdf/1807.01065.pdf
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Defining Quantum-Inspired Algorithms network 
with Tensor Networks

▪ Tensor Networks (TN) are mathematical decompositions of highly correlated structures
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Defining Quantum-Inspired Algorithms network 
with Tensor Networks

❑ TN are widely used by physicists for computing properties of quantum and classical systems

❑ They reduce dimensionality and can be used to tackle quantum mechanics simulation problems 

❑ Or optimization , AI , … among others
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Possible approaches  to reduce the dimensionality  
Quantum inspired enhanced GPR 

Training a GPR and/or making inferences with the 
trained model requires inverting the covariance 
matrix, which is a costly process. 

We can make this computation without explicitly
inverting the matrix A with TN, by solving the linear
equation A x = f.

1. Represented the covariance matrix with a
Tensor Network.

2. Use TN algorithms (DMRG) to solve the
associated variational problem

𝓍*⟶ argmin( 𝓍; ||A 𝓍 - f||² )

MPS/TT representation
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Possible approaches to reduce the dimensionality
Neural Kernel MPS
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Neural Kernel MPS 

The Gaussian Process can be approximated with an MPS

Since the representation power of pure tensor networks is limited to linear functions, extra
layers are added in order to introduce non linearities. The layer neural network is used as the
kernel function, which is then fed as input to the MPS.
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Thank you !




