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Cloud for HPC Scalability 
 

 

Cloud for Secure Global Collaboration 
 

 

Cloud for Big Data and IoT 
 

Motivators for the Cloud in HPC 



Cloud Enables Scale for Big Data and Big Compute 



Finding Patterns 

in the Data 

This is 

Big Data 



Building Computer 

Models and Running 

Simulations 

 

This is 

Big Compute 



High Throughput Computing at Scale 



 

Examples 
Å High-energy physics 

Å Weather modeling 

Å Fluids, structures, materials analysis 

Å Thermal and electromagnetic simulations 

Å Genomics, proteomics and molecular dynamics 

Å Seismic and reservoir simulations 

Å 3D rendering and visualizations 

 

Cloud unlocks data-driven simulations at massive scale 

 

Scalability and Performance for Simulations 



 Image Capture and Image Processing on AWS 



 Image Capture and Processing 

"Fugro Roames has enabled Ergon Energy to 

reduce the cost of vegetation management from 

AU$100 million to AU$60 million per year.ò 
 - Josh Passenger, Technical Architect, Fugro Roames 

Å Aircraft equipped with cameras, laser sensors 

ÅRepeated overflights of power networks 

ÅCaptured data is used to render detailed 3D 

models of the power lines, and the environment 

Å Analytics and simulations are run to generate 

actionable reports 

ÅGoal: directing post-disaster repair and 

prioritizing ongoing maintenance 



HGST applications for engineering: 

V Molecular dynamics, CAD, CFD, EDA 

V Collaboration tools for engineering 

V Big data for manufacturing yield analysis 
 

Big Data and HPC in Product Engineering 

Running drive-head 

simulations at scale: 
 

Millions of parallel parameter 

sweeps, running months of 

simulations in just hours. 
 

Over 85,000 Intel cores 

running at peak, using EC2 

Spot instances 

 

 

 



Cluster HPC and Grid HPC on the Cloud 

Cluster HPC 
 

Tightly coupled, 

latency sensitive 

applications 
 

Use larger EC2 

compute instances, 

placement groups, 

Enhanced Networking 

Grid HPC 
 

Loosely coupled, 

pleasingly parallel  
 

Use a variety of EC2 

instances, multiple 

AZs, Spot, Auto 

Scaling, SQS 

Grids of Clusters 
 

Use a grid strategy on the cloud 

to run a group of parallel, 

individually clustered HPC jobs 



Ideal Scaling 

16M cell, polyhedral, 

external aero case, 

STAR-CCM+  

 

Running on threads, 

c4.8xlarge instances 

 

Demonstrates excellent 

scalability for typical 

CFD models 

Scaling Fluid Dynamics on AWS 

Observed Scaling 
 

Shape of this curve depends 
on optimization and 

domain decomposition 



Simulation Workflows on AWS 

Shared File Storage 

Cloud-Based, Auto-Scaling 

Simulation Farm on EC2 

License Managers and Cluster Head Nodes 

with Elastic Network Interfaces 

3D Graphics Virtual Workstation 

Remote Graphics 

AWS Direct Connect 

On-Premises IT 

Resources 

Thin or Zero Client 

- No local data - 

Storage Cache 

Amazon S3 

Run licenses 

servers on-prem, 

in the cloud, or 

both! 



Example: ANSYS Enterprise Cloud on AWS  


